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Abstract—Modern cities use information and communication
technologies to obtain deep insights on the different aspects
of the way they operate, which can allow officials to make
informed decisions to improve the operational efficiency of
different operations and improve the life of their citizens.
Analyzing the data about the different activities poses significant
challenges. It is not merely the volume that recent hardware
and software advancements have helped to achieve, but also
challenges regarding the variety, velocity, and veracity of the
data. All this is often known as the Big Data paradigm. In this
document, we analyze some of these challenges, which we believe
have not yet received considerable attention, we explain their
value, and we describe some of the advanced solutions we have
developed.

I. INTRODUCTION

By the end of this century, most people will be living in
grand metropolitan areas. This phenomenon is putting a burden
on governments and city officials in ensuring the efficient and
effective operation of the city activities and guaranteeing the
quality of life of the citizens. Any current and future buildup
of urban development, alongside any repair and maintenance
of the existing settlement and infrastructure, cannot be done
in an ad-hoc way. Solid and substantial evidence should
inform every design and implementation decision taken by
city officials, which can be obtained by analyzing the data
regarding the activities that are taking place in the city. This
paradigm is known as Smart Cities.

Recent advances in information and communication tech-
nologies have played a significant role in the successful materi-
alization of the Smart City paradigm. Smart cities have enabled
vast amounts of data in almost every aspect of human activity
in a city to be collected and become available for analysis.
These analyses offer valuable insights into the way the city
operates and can drive the decision-making process. For quite
some time, the datasets that were analyzed were few and
inserted in the system mainly manually by experts. The advent
of the web, social media, and the access in communication
technologies made available to the general public, turned the
passive Internet users into active data producers, contributing
with significant volumes of additional data. The penetration
of sensors and other monitoring hardware in our daily lives
increased the amount of the available data even further since
it also turned machines into data producers. As a result, the
amount of complex data produced and made available daily
has become massive. Traditional data management techniques
started to become limited in coping with such data, calling for

a novel data management paradigm. That paradigm is known
as Big Data. Big Data is data characterized by high Volume,
Variety, Velocity, and Veracity. A great deal of work has been
devoted to managing the high data Volume, but the other three
dimensions have been largely overlooked. This overlook has
not been a significant issue when dealing with business data
that is often well-curated and targeting specific information
needs, but data from a city data is a profoundly different
case: a city is a complex living entity. Datasets from many
different sources need to be collected and used to obtain a
panoramic and complete view of a city. These datasets are
often of diverse nature and have been designed with different
requirements in mind, which makes them, naturally, highly
heterogeneous. Another particular characteristic of a city is
that there is a need for immediate reaction to certain situations,
which means that data needs to be monitored and analyzed as
it is produced. Decisions must be taken immediately, even with
limited resources, and without the ability to look much in the
past. Last, but not least, the collection process is not always
flawless, which means that the data may be incomplete or
inconsistent, leading to inaccurate analytic results. To exploit
the full potential of Big City Data it is necessary to tackle all
the above challenges.

However, Big Data exploitation is not merely analytics.
Before any data can be leveraged by data analysis, it will have
to be integrated, cleaned, restructured, and understood. This is
the typical task requested to data experts or data scientists, and
it has been recognized that it consumes more than 50% of the
time of the overall process. Thus, it is significant to develop the
necessary tools, techniques, and methodologies that facilitate
data analysts in performing all their analysis tasks.

In this work, we describe a number of the above challenges
and the solutions we have developed for dealing with them.

II. DATA QUALITY

To have confidence in any data-driven decision, there should
be trust in the data on which those decisions are based. For this
trust to materialize, the data has to be of high quality, i.e., to be
accurate, complete, consistent and up-to-date. Unfortunately,
most real-world datasets have significant quality issues. Sen-
sors operating in a natural environment are exposed to weather
and other environmental conditions that affect their mechanic
readings. Instruments used by public-transport vehicles are
often obstructed by other objects in the surrounding resulting
in less accurate information. Communication networks used in
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data collection processes are unreliable, causing parts of the
collected data to be lost. Different systems operate on different
hardware that produces data of different granularities, formats
or semantics. On top of all the above, there is always the
human factor. In most activities throughout the city, there are
humans involved, that by nature introduce errors in the data.

Coping with the natural presence of data quality issues in
these datasets has attracted significant attention. A great deal
of work has been devoted to quantifying the amount of data
in a dataset with different quality issues. The identification
and quantification of the quality issues can be used either
for informative purposes or can form the basis for a data
reparation task where these issues are either repaired or
eliminated. Unfortunately, it is not always easy to repair the
data or eliminate the issues. For this reason, some efforts have
been devoted to developing data management and analytic
techniques that are immune to them, but the cases in which
this is possible are very limited.

Although quantification of data quality is useful, it is often
not enough. First of all, for this quantification to be made,
there is a need for knowing the original clean dataset, which
often is not available or known. Second, even if the clean
dataset is known, and the difference of an available (dirty)
dataset to the clean one has been calculated, this difference
is not very informative. Small differences in the dataset may
have a very big impact on the results of an analytic task, or
none at all, depending on what the analytic task is. For this
reason, any data quality issues observed in a dataset need to
be considered in the context of the task for which the data
are used. For instance, we consider a dataset related to New
York, if the goal is to use this dataset to count the number of
people living in the city, even if the records contain thousands
of mistakes, this hardly affects the outcome of the counting.
If, on the other hand, the goal is to cluster people into groups,
then the incorrect values will lead to significant variations from
the expected result.

To help users understand - and not simply quantify -
the quality of their datasets, we have developed a system
that measures the fitness of a dataset for a specific task. In
particular, it generates in a systematic way, multiple types
of noise and measures the observed change in the results of
the analytics task of interest. By considering all the observed
changes alongside the amount and the type of noise that was
generated in the data for producing these changes, it is possible
to derive a single metric that indicates the effect of a kind of
noise for a specific task. This novel metric is referred to as
“fitness for use’.

Fitness for use finds significant applications in smart cities
since it can provide city officials and data analysts with an idea
on whether a dataset that is available to them can be used for
a specific purpose or not, by quantifying the trust to be put in
the results of some analysis applied on that dataset.

III. DYNAMIC STREAM MANAGEMENT

Many smart city processes produce continuous and infinite
streams of data. Monitoring and analyzing such streams is a
challenging task since there are no infinite resources to store

all the data, neither it is possible to wait long enough before
taking a decision. Thus, specialized querying, processing,
and analysis techniques have been developed specifically for
streams.

The nature of the smart city environment also imposes
additional requirements: one of them is the ability to manage
dynamic streams, which produce data at variable rates. In fact,
in most cases, these data are generated by human activities,
thus the amount of data collected varies in time. Consider for
instance the sensors throughout the city that monitor and report
the traffic. Clearly, there are moments throughout the day of
very high traffic, and other moments, like late in the night,
where the traffic is practically non-existent. This fluctuation
in traffic is reflected in the amount of demand for resources.
Allocating too few resources puts a strain on the system for
the moments of high traffic, whereas, allocating too many
resources means that they will remain underutilized during
the moments of low demand. This situation is inefficient and,
in the end, ineffective: underutilized computational resources
could have been employed in other activities that needed them,
or they could simply be turned off, reducing the overall cost.
Thus, there is a need for dynamic allocation and management
of the different resources. This ability becomes even more
apparent nowadays that many computational resources can be
deployed on-demand in the cloud.

The Moira [1] system comes to fulfill this need. Moira
is a framework that allows the dynamic rescheduling of
streaming applications given a specific goal. It allocates the
resources dedicated to a task according to a given goal and
input data rate. In this way, the overall cost for managing a
stream is optimized to satisfy the chosen goal at minimum
cost. Moira has been implemented for the Flink platform,
an open source stream management platform for Big Data.
Thus, it can be easily plugged in any of the many different
applications in which Flink is used. Nevertheless, the idea is
easily implementable in other systems as well.

IV. ANOMALY DETECTION FOR SMART CITIES

One interesting problem related to data collected from
sensors in cities is how to detect unusual events from the
continuous stream of information automatically. This data
analysis task is known as anomaly detection. In the context
of smart cities, anomalies can represent unusual weather con-
ditions, traffic jams, large-scale social happenings, and other
interesting events. The anomaly detection approach consists
in learning a model of normal behavior and then detecting
anomalies by comparing data with the learned model. An
anomaly detection model is essentially a classifier, that is a
function discriminating normal data from anomalies. There
are several anomaly detection methods already proposed in
the scientific literature, and many of them are already used in
practice [2].

The detection of anomalies in mobile phone data is of
particular interest for smart cities. Mobile phones have become
ubiquitous in our society. Each mobile phone is equipped with
a wide array of sensors; thus mobile phone data represents
a particularly rich source of information for analyzing and
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understanding smart cities. Mobile phone data is collected by
telecommunication carriers in the form of Call Detail Records
(CDRs). These records contain information about the mobile
user activity, and they usually include location and timestamp.
Mobile phone data has been used extensively in the field of
urban sensing to analyze the built environment [3], social
networks and behavior of people during events [4], [5].

One of the biggest challenges in analyzing smart city data
streams is non-stationarity. Non-stationary data sources change
their behavior over time in an unpredictable way. Data from
smart cities present this characteristic since it is generated by
a variety of complex phenomena. As an example, the mobile
phone activity in a city depends on several factors including
the period of the year, the hour of the day, the weather,
holidays, or sports events.

Smart cities present several challenges to anomaly detection.
The high volume and the velocity of smart cities data call for
highly scalable anomaly detection techniques, which must be
able to work in an online fashion. Additionally, non-stationary
data sources require the anomaly detection method to con-
tinuously adapt to the data, in order to maintain acceptable
performance levels. These reasons make anomaly detection
for smart cities a particularly challenging use case for anomaly
detection.

Only a few proposed anomaly detection methods are both
scalable and adaptive [6], [7]. However, their capabilities
have not been tested at very large-scale. Furthermore, most
anomaly detection methods rely on the assumption that data
instances can be represented as real-valued vectors. Often, this
assumption does not apply. The very general case, namely the
mixed-attribute relational data, has received very few attention.

We have developed a novel anomaly detection method based
on an ensemble of classifiers. Ensemble methods have recently
been applied to anomaly detection with good results [8], [9],
[7]. Our novel method has been designed to be adaptive, and
it can leverage a distributed computing environment in order
to achieve horizontal scalability. Additionally, our method is
designed to work with mixed-attribute relational data streams.
The method is validated on real-world mobile phone data of
Telecom Italia' to ensure that our methods are robust and
effective enough to be applied to real-world scenarios.

V. DATA PROFILING THROUGH DEPENDENCY DISCOVERY

The volume and complexity of the datasets that get gen-
erated and become available for exploitation nowadays have
increased dramatically. Data practitioners face increasing chal-
lenges in understanding the information that the datasets
provide and turning it into the needed knowledge. One of
the critical tasks in understanding the data is finding hidden
dependencies. On the technical side, dependencies across
different parts of the data play a significant role in query
optimization, since redundant information may be ignored
making the query evaluation faster. Furthermore, parts of the
data may be replaced with others that are easier to manipulate,
without affecting the final result. On the application side,
dependencies are equally important. Since data records the

Uhttps://www.telecomitalia.com/tit/en.html

reality, dependencies may reveal relationships between real life
activities or events. Furthermore, dependencies may also help
in ensuring the quality of the data since they can highlight
constraints that may exist in the data but the mechanism to
enforce them has not been put in place by the data adminis-
trator. Finding dependencies is a challenging task since many
different possibilities have to be considered, and even then
since correlation does not necessarily mean causality, a level
of confidence has to be computed. The challenge becomes
even more significant for the massive volumes of the complex
city data that can be analyzed. Thus, it is fundamental to
have efficient and effective techniques that can discover hidden
dependencies in the data in an automatic.

Dependency discovery is not a new topic. For quite some
time and many different reasons, scientists have studied the
problem of finding dependencies in data sets that are not
explicitly enforced by their respective schema. Functional and
inclusion dependencies are the most common and most studied
type of dependencies. A functional dependency states that if
two different data elements have the same part A, then some
other part B should also have the same value. An inclusion
dependency states that the values of a part A of a set of data
elements must be a subset of the values found in the part B
of some other set of data elements.

As an example, consider the table below that describes
information about the traffic at a specific part of the city.

TABLE I
AIR QUALITY

Borough Car Truck Pop Pollution ~ PM10

transit  transit  density score level
Duomo 480 60 1680 1 34
Villazzano 750 76 2185 1 38
Povo 900 85 1780 2 44
Mattarello 1100 110 1600 3 54
Gardolo 1100 150 1665 3 60

For each borough of the city, it provides the num-
ber of cars and trucks that have gone through it (fields
car_transit and truck_transit, respectively), the
population density (field pop_density), the perceived level
of air quality (field pollution_score) in a scale be-
tween 1 (best) and 10 (worst), and the level of pollutants
in the air (field PM10_level). One would expect that the
air quality is associated with the level of pollutants in the
air. However, there is no functional dependency observed
between PM10_level and pollution_score, while we
have a functional dependency between pollution_score
and PM10_level, which indicated that places with better
perceived air quality have lower levels of pollutants. There
is also a functional dependency between car_transit and
pollution_score meaning that the number of cars in a
borough influences the perceived air quality.

Apart from the traditional functional dependencies, there are
other, stronger, forms of dependency that take into considera-
tion the order of attributes. For example, we can qualify more
precisely the relation between traffic, perceived air quality,
and pollutants level in the air. From the above table, we can
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learn not only that there is a functional dependency between
the number of cars and the perceived pollution, but that
when the number of cars grows the pollution_score also
increases. We can also learn that there is a direct proportion
between the number of trucks circulating in a borough (field
truck_transit) and the level of pollutants in the air
(field PM10_level). We also see that the number of trucks
and cars grow together, i.e., if we order the table entries
based on the value of the truck_transit, each one of the
car_transit and PM10_level columns will also end up
being ordered. This form of dependency is known as an order
dependency and is denoted by the symbol —.

Apart from the benefits from the real-life application per-
spective, order dependencies have also advantages at the tech-
nical data management level. In the data storage design phase,
order dependencies can be exploited to assist schema design
and index selection. If data is extracted from unstructured
sources, order dependencies can be used for knowledge dis-
covery by finding hidden data properties. In the context of data
profiling, data integration, and cleaning, order dependencies
can be used to describe a dataset. Order dependencies can
also be used as requirements or constraints, guaranteeing
higher quality data. The most important application of order
dependencies is their use in query optimization. In particular,
they can be used to rewrite the ORDER BY clauses in SQL
queries in ways similar to that of functional dependencies
for the GROUP BY statements. Consider, for instance, the
following query:

SELECT truck_transit,
FROM AirQuality
ORDER BY truck_transit,

car_transit, PM10_level

car_transit, PM10_level

Given that the order dependencies truck_transit
car_transit and truck_transit ~ PM10_level
hold, the query optimizer may infer that sorting by
truck_transit makes the ordering on the other two
columns redundant, so the ORDER BY clause can be simpli-
fied to ORDER BY truck_ transit.

Dependencies are typically derived from design specifica-
tions, from the context of queries or other known dependencies
using inference rules.

Dependency discovery from the data requires to check
which of all the possible dependencies hold in the database
instance under examination, which may become highly time-
consuming. This makes the development of strategies that limit
the number of combinations to be checked very important. The
task becomes more challenging in the case of order dependen-
cies, where the order of attributes matters, leading to a search
space much larger than that of functional dependencies.

We have developed an efficient technique for order depen-
dency discovery [10]. It is based on a bottom-up approach
in which we start by checking short lists of columns and
progressively check longer and longer lists. In this process,
once an order dependency between two lists of attributes is
found not to hold, we prune the search space by ignoring larger
lists that include them. In this way, many of the combinations
that would have normally been checked are avoided. We are
also studying solutions for discovering the most significant

order dependencies in big datasets that represent a challenge
given their high dimensionality.

VI. EVENT EXTRACTION

A great deal of the world’s knowledge is currently contained
in documents in an unstructured textual form. Unfortunately,
this textual form is hard to understand, query, manage and
in general exploit. For the contained knowledge to reach its
full potential, it is of paramount importance to be able to
identify, extract, and convert it into some structured form,
that can then be exploited more easily. Wikipedia is one of
the most substantial textual resources, encoding the collective
knowledge of millions of users, which is why there has been
an increasing interest in extracting its contained knowledge
into some structured knowledge base.

A fundamental first task of turning a text document into
some structured knowledge is entity extraction, i.e., the recog-
nition of references to real-world entities [11], and the ex-
traction from the text of information about them, such as
characteristic properties and relationships [12], [13]. Another
equally important task is the extraction of events. Event extrac-
tion [14], [15], [16] deals with the discovery of ‘unique things
that happened at some point in time’ [17]. Unfortunately, event
extraction has not so far received the considerable attention it
deserves, but some solutions already exist. One is to decide
the structure or type of an event in advance and then analyze
the text to find descriptions that match that predefined struc-
ture [18], [14], [19]. This, of course, means that the structure
of an event is known in advance and that any description
in the text complies with that structure, which is not always
the case. To overcome this limitation, other approaches have
looked for irregular changes in some monitored quantity, to
identify that an event is occurring. For instance, search engines
may be monitoring for irregular popularity (like peaks) of
a set of terms and use this as an indication that an event
characterized by these terms has occurred [20]. This online
monitoring is effective for events that are occurring in the
present, i.e., during the monitoring time, but cannot be used
to discover historical events for which there was no monitoring
operation in place. Wikipedia is a set of pages, with each page
about some real-world entity. Although each page contains
some structured information (referred to as an infobox), most
of the information is actually contained in its textual part. The
latter may contain references to other pages when the entity
represented is mentioned in the text.

We have developed a novel approach to identify historical
and contemporary events from Wikipedia content, based on
their co-reference relationships in specific time periods. An
entity is associated with another if in the text of the first there
is a reference to the second. The association can, of course,
be mutual, and this is known as co-reference. Associations
have also a temporal validity. In Wikipedia, this temporal
validity is often stated in the text. For instance, a part of
Barack Obama’s page states that °... in June 1989, Obama met
Michelle Robinson ...  meaning that the association ‘met’ of
Michelle Robinson to Barack Obama has the temporal validity
of June 1989. Note that the temporal validity of an association
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refers to the event in the real world, and not the time that the
link was introduced in the text of the page. Our position is
that an event can be considered the situation in which a set
of entities in a specific period have a dense set of established
associations between them. This offers us the flexibility to
detect events independently of the kind of events that they
are.

Identifying events in the Wikipedia content through co-
reference poses many challenges. First, a set of entities with
a number of temporally restricted co-references among them
may not always correspond to some real-world event. For
this, it is important to increase the likelihood that such a
set constitutes an event. Second, there may be multiple co-
references among certain pairs of entities, and it is important
to decide which of them to consider. Last but not least, it
is important to be able to scale to the level of co-references
across the millions of pages of which the current Wikipedia
consists. To cope with these challenges we have devised a
technique that employs the context of the co-references as an
additional criterion for improving the precision of our results
and avoid combining unrelated co-references. Furthermore, the
performance is significantly improved through smart indexing.

The ability to identify events in text collections through
coreference can find significant application in the smart city
context. By analyzing documents of public administration that
have recorded various aspects of the city governance, one will
be able to identify significant events that have affected the
city and look easier for information on how these issues were
resolved.

VII. FREQUENT PATTERNS IN MULTI-WEIGHTED
NETWORKS

Every real-life situation to be better understood and ana-
lyzed, it has first to be modeled. For many cases of a modern
city, the model that most naturally represents the reality is
that of a graph. A graph is a network of components (called
nodes) that are pairwise interconnected through edges. Graphs
have found applications in a great deal of application scenarios
like urban planning [21], [22], zoning regulations [23], public
transport design, disease outbreak control, energy manage-
ment [24], and disaster management [25], [26].

One of the most typical analysis tasks that can be performed
on graph data is the identification of relevant patterns: this
task is known as graph pattern mining. Graph pattern mining
has been extensively studied, and many successful algorithms
have been applied successfully applied to fraud detection [27],
biological structures identification [28], anticipation of user
intention [29], graph similarity search [30], traffic control [31],
and query optimization [32].

The goal of these algorithms is to identify structures that
appear frequently in the graph, under the assumption that
frequency signifies importance. Determining the number of
appearances of a structure entails solving graph isomorphism,
a well-known NP-hard problem. For this reason, metrics
based on the apriori property have been proposed in the
literature [33], [34], [35], with the most prevalent one being the
MNI support [36]. According to this property, the frequency

of a pattern decreases monotonically with the increase of its
size, and thus the mining process can safely start from small
patterns and extend to larger ones only when their frequency
is above a given threshold.

A multitude of applications can require to be modeled
as weighted graphs, i.e., are graphs with weights assigned
to the nodes, the edges, or both. In genomic networks, for
example, weights indicate the strength between genomes [37],
in knowledge graphs they quantify the degree a piece of data is
qualified as an answer to a user [38], and in computer networks
they indicate congestions [39]. For these particular graphs, the
importance of a pattern should be determined not only by the
number of its appearances but also by the weights on the nodes
or edges of those appearances. However, scoring functions
based on weights do not satisfy in general the apriori property,
because the weights of the extra nodes/edges of a larger pattern
may offset its lower frequency. As a consequence, existing
works on weighted pattern mining have proposed solutions
that employ less efficient pruning strategies [40].

The problem becomes even more challenging in the case of
multiple weights on the same nodes/edges. Multiple weights
are present, for example, in scenarios where we want to
offer personalized products and services rather than generic
preferences [41].

Example. Consider a heterogeneous citation network that
includes authors, papers, venues, and terms (keywords). In
this graph, edges connect papers with their authors, the works
they cite, the venue where they were presented at, and the
keywords appearing in the title and the keyword list. Frequent
pattern mining finds patterns that contain mainly top venues
and terms related to research fields with high engagement
because these labels appear very often in the graph and thus
are characterized by a larger support.

On the other hand, we can weight the nodes and edges of
the network according to the user preferences, which can be
inferred from the papers she published, from her coauthors,
or from the keywords she used and liked. Since multiple users
can access the graph, each one with their own preferences,
each single edge is associated with multiple weights, one for
each user. Mining relevant patterns in such a multi-weighted
network allows us to guide each user in the exploration of the
literature related to their own research interests. For instance,
a researcher working in the field of machine translation is
unlikely to be interested in patterns describing the largely
studied area of data mining.

For these multi-weighted graphs, there is a need for so-
lutions able to mine patterns based on the weights of each
individual user, as opposed to one size fits all solutions
where only a single set of weights is considered. We have
recently introduced [42] a novel approach to mine patterns
in multi-weighted graphs that goes beyond frequencies, yet
its performance does not significantly different from pattern
mining in unweighted graphs. This approach uses a new family
of scoring functions that respect the apriori property and thus
can rely on effective pruning strategies. To avoid running the
algorithm one time for each different weighting function, all
the scores of each pattern are computed at the moment we
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are generating and examining it, and only the patterns with a
high score with respect to at least one weighting function are
returned to the application.

We have developed both an exact and an approximate
solution, which reduces the number of weighting functions
to consider by aggregating those having a high probability of
generating similar results into a single representative function.
In addition, we have developed a distributed version that can
scale to large graphs and runs on top of the distributed graph
processing system Arabesque [43].

VIII. REGIONS OF CORRELATION IN DYNAMIC
NETWORKS

In many data analytics scenarios, the datasets that are
analyzed are static. They describe a specific snapshot of a
situation or the collective information about a specific period.
However, a city is a live environment. It is an entity that
changes continuously, and a great deal of additional informa-
tion can be extracted if this dynamic nature is also taken into
consideration.

Given that many city situations can be modeled as graphs,
the dynamic nature is translated into an evolving graph, i.e.,
into a graph where nodes and edges are continuously added
and removed. Of particular interest in such graphs is the
analysis to discover different parts of the graph that indicate a
high correlation, i.e., they evolve in a more or less similar way.
This kind of behavior could signal, for instance, different parts
of the city, the traffic of which affects each other. Thus, there
is a need for efficient and effective solutions for the detection
of dense groups of correlated edges in dynamic networks, i.e.,
groups of edges that are topologically close and changed in a
similar way in a period of time.

Example. Dense groups of correlated edges are useful in
network fault diagnosis, where the goal is to identify the
cause of a set of symptoms. Consider a road network where
sensors are placed in each road segment to monitor the level
of traffic during the day and the night. The stream of values
recorded induces a sequence of weighted graphs where each
graph represents a snapshot of the road network and its
weights the traffic load in that status of the network. Suppose
an accident happens in some segment of the network. The
corresponding sensor suddenly detects lower driving speeds,
and gradually, high levels of traffic are observed by the sensors
in the adjacent roads, as more and more cars get stuck in
the traffic jam caused by the accident. As a consequence, the
sequences of measurements of these sensors exhibit a positive
correlation. A search for dense correlated structures in the
sequence of graphs will detect this group of sensors and allow
the network analyst to attribute their anomalous measurements
to the car crash.

Unfortunately, not much research has addressed the task
of finding subgraphs of correlated changes in a dynamic
network [44], [45], and to the best of our knowledge, no work
performs a complete enumeration. Thus, we have considered
the problem of enumerating all the dense groups of correlated
edges in dynamic networks. We have developed two measures

to compute the density of a group of dynamic edges. The
first measure is the minimum average node degree in the
subgraph induced by the edges measured in the snapshots of
the network. The second measure, instead, is the average be-
tween the average node degrees in all the snapshots. Similarly,
we propose two measure to express the temporal correlation
of a group of edges. The first one is the minimum Pearson
correlation between the series of values associated with the
edges in the group, while the second one is the average Pearson
correlation. Then, given a density and a correlation threshold,
our goal is to find all the maximal groups of edges with
density and correlation greater than the respective threshold.
Furthermore, since some types of dynamic networks may
naturally contain a large number of dense groups of correlated
edges, we have also studied the problem of identifying a more
compact subset of results that are representative of the whole
set. In particular, given a threshold on the maximum pairwise
Jaccard similarity between groups of edges, we can find a set
of groups with pairwise overlap less than the threshold.

IX. DATA EXPLORATION

Day after day, companies, organizations, and governments
have started to realize the value of data analytics, or, as the
saying goes among the practitioners, that “Data is the oil of
the 21st century”. This appreciation has lead to a new race in
collecting data. Massive amounts of data are collected daily,
and huge datasets are created and stored with the intention of
being analyzed at a later time to discover useful knowledge.
Data comes in etherogenous formats, and thus novel solutions
has been proposed to store them, ranging from columnar
store [46], to graph databases [47].

However, in most cases, data analysts are not cognizant of
what kind of knowledge they can extract from the dataset.
They may not know what kind of analytics to run, on which
part of the dataset to run them, or how to run them. So before
doing any analysis, it is essential first to understand very well
what kind of information the dataset contains. This search is
typically known as data exploration, where the data analysts
and a domain expert explore together the different parts of a
dataset in order to understand what it contains. Given the size
and complexity of the datasets that are available today, there
is an urgent need for tools, techniques, and methodologies that
support this effort.

One typical situation where data exploration plays an impor-
tant role is in the case of Open Data. Modern governments are
enacting policies making their data publicly available online
in an open format. These efforts are motivated by the need
for transparency; furthermore, they enable the creation of new
services for the citizens. However, since the different datasets
have no global schema and refer to many different aspects,
analysts need to perform several investigative queries first.

A variety of tools and techniques has been proposed with
many different purposes for helping data analysts in under-
standing the datasets they have at hand. Many tools provide
interactive visualizations, as they show facets of the data
and allow the user to dig deeper into the dimension she
is more interested in [48], [49]. Others summarize the data
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with clustering or sampling techniques, possibly providing
guarantees on the quality of the latter [50]. Others again, help
in finding relationships and similarities among datasets in the
same data-lake [51]. Finally, a few techniques describe the
result of a query, usually by highlighting the main difference
with the other data in the dataset [52], or some specific
structures in the data [53].

We have studied the problem of generating informative
descriptions of a dataset. The notion of description may have
different meanings. To understand it better, we consider the
following simple dataset.

TABLE II
EXAMPLE DATASET

ID  Name City Employer Job
0 Alice Rome Amazon Engineer
1 Bob Rome  Facebook Analyst
2 Clara Rome Amazon Analyst
3 Dean Venice  Facebook  Developer
4  Evelyn Trento Google Developer

1. A description that can be provided by the person releasing
the data may look like ‘Italians’ residence and job’. 2. A
database expert may instead prefer to state the following: ‘a
table with a serial id and 4 text columns’. 3. An analyst may
notice the high frequency of Rome and conclude that ‘the
dataset is about Rome’.

All these descriptions provide some valuable information
about the dataset; however, they are limited in scope and
applicability. The first description is based on prior knowledge,
and as such cannot be automatically generated from the data.
Furthermore, even when a description is available, it describes
the source of the data, its purpose, and what data should
contain, but it provides no clue on what the actual tuples
are or which are the possible relations between them. The
second description captures only the structure of the relation; it
belongs to a family of descriptions based on listing properties
like unique column combinations or functional dependencies.
While these aspects are indeed informative, they do not capture
the meaning of the data nor its intrinsic pattern. Moreover,
these description are of less value for non-technical users. The
third description carries information about the data, however,
it does not describe all the tuples, and falls short in capturing
the general meaning of the whole dataset.

We have focused on generating descriptions that can be
understood both by expert and non-expert users, that can
capture the meaning of the data and the essence of the dataset.
Our notion of a description is based on the nominal behavior
of a person that wants to describe something complex and
unknown. A person would start decomposing the problem in
pieces and then would try to map such pieces to something
known; if the pieces are still too complex, she would recur-
sively repeat the process. We describe a dataset by slicing it in
manageable pieces characterized by some common property.
By property we mean that they all share a common set of
values. The final dataset description then consists in the set
of the individual descriptions that have been generated. To

minimize redundancy, our approach aims at minimizing the
descriptions that cover each value in the dataset.

X. PERSONALIZED RELEVANCE RANKING ON GRAPHS

Apart from data analysis, there is also often the need to
find the data that is related to a task at hand, or a specific
user. Traditional query techniques assume that the user knows
very well what she is looking for. In the case of the vast
amounts of data, this is not the case anymore. There is a
need for techniques that can automatically or at least semi-
automatically identify the elements in a dataset that best fit
the user needs. This can be used for personalization or simple
information retrieval.

Within the context of the ENGINEROOM? project, we have
analyzed Wikipedia and the links that exist between its pages.
We have developed a novel algorithm for finding the most
relevant nodes in the Wikipedia link network related to a
topic. The technique, called LOOPRANK, takes advantage of
the loops that exist between the links and produces a ranking
of the different articles related to one chosen by a user. This
technique can provide results that are more accurate than those
produced by the well-known Pagerank.

XI. CONCLUSIONS

Activities in modern cities are excellent sources of in-
formation. With the modern advances of information and
communication technologies, it is possible to collect massive
amounts of data about the way the different activities take
place in a modern city, and then analyze this to produce
valuable insights that can drive the creation of new services.
The amount, velocity and complexity of the data that can be
collected, however, is pushing existing technologies to their
limits and calls for novel data management paradigms. Thus,
smart cities have become platforms that can offer challenging
opportunities in data management with significant impact on
the quality of life of modern citizens. In this article, we have
analyzed several such applications and discussed which new
requirements they pose.
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